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Our current storage demands

IMBL CT requires > 1000 images to be collected and
stored.

IMBL allows moderate resolution for each image over a
wide area => many pixels per image

The SR beam and detector limits means individual
projections can be made of several images.

=> Many arrays need to be stored.

E.g. Elvis the rhino: raw data 1.31 TB in 30 CT sets:
336,390 files.



CT@IMBL 2018

Future storage issue

 I[MBL is designed for moderate spatial
resolution imaging of large objects. We have
not yet fully exploited this capability

e Aswellas X, Y, theta, & Z we might also add
time, and even a spectral dimension to the

data stream

 =>The quantity and speed of data that needs
to be stored is going to increase
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Data storage efficiency

e Storing each image in a single file is very
inefficient.

— Data storage times are slow
— Directories take long times to list
— Management of the data is slow and awkward

— |t is separated from the ‘meta-data’ (data you

would normally record in your experiment log
book.)
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Towards a data store standard...

* There have been several attempts to agree on
a tomography data storage format e.g.
— APS : Scientific Data Exchange
— International: NeXus and PANData Formats
 Many rely on the concept of a data ‘container’

which keeps relevant data together in one
place.
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Hierarchical Data Format 5 (HDF5)

An HDF5 file is a container for storing various data

An HDF5 file is self describing... You can figure out where and
what the data is just by looking at it

HDF5 is mature, and used in many other areas e.g. financial
services

It is composed of two primary types of objects: groups and
datasets.

— HDFS5 group: a grouping structure containing zero or more HDF5
objects, together with supporting metadata

— HDF5 dataset: a multidimensional array of data elements, together
with supporting metadata
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Introduction to HDF5

 Any HDF5 group or dataset may have an associated
attribute list.

— An HDF5 attribute is a user-defined HDF5 structure that
provides extra information about an HDF5 object.

 Working with groups and datasets is similar in many ways
to working with directories and files in a file system. In fact
an HDF5 object in an HDF5 file is often referred to by its full
path name (also called an absolute path name).
— / signifies the root group.
/blah signifies a member of the root group called blah.

/blah/blah signifies a member of the group blah (which in turn is
a member of the root group blah)
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The goal for HDF5 on IMBL:

Each sample will have all its raw data saved in a single
HDFS5 file. (This will eventually include the calibration
images (F&D), but probably not in the first instance)

Serial scans and other protocols will be kept in an N-
dimensional data array within the HDF5 file

Stitched and corrected projection images will be stored
in a separate HDF5 file after processing

Reconstructed data will be stored in a third HDF5 file.
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Why this protocol?

 Raw data can be collected at the highest
speeds into a single file

* Keptin the /input tree of the file store, this
will be archived automatically

* Processed data requires programs to read the
data. Currently these work on TIFF file stacks.
It is easy to unload data from the HDF5 file to

TIFF stacks
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The role of AreaDetector

* All our imagers use an EPICS AreaDetector
system to control, read, and store image data

* AreaDetector includes a plugin which will take
the data and save it to the HDF5 file along
with the instrument attributes

e Storing to HDF5 works in either Stream or
Capture mode
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Recent Files |/scratch/tmp/1est_1.h5 ‘v
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[B] test.1.h5 = @& ImageView - data - fentry/data/ - /scratch/tmp/tesi_1.h5 - 800.0%
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¢ @ performance 2003 4 35 36 37 38 29 =
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data (5644) -

B-bit unsigned character, 10 x 40 x &0

Number of attributes = &
MDArrayDIimBinning = 1,1
MDArrayDimoffset = 0,0
MDArrayDimReverse = 0,0
MDArraytlumDims = 2
MX_class = 5DS =
signal = 1 -

Log Info | Metadata
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Take home message:

— Using HDFS5 is essential if you want to collect a CT
set with a short exposure times and/or a lot of
projections

— If you are interested in switching to a more
manageable data format:

* IMBL will be using HDF5 as an option in
2018/3
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An example HDF5 set-up
5« NDFileHDF5.adl [E=SRIEE 5
13STM1:HDF1: I
asyn port Fj—l‘?HDFl Shome/epics/scratch/ Exists:
Plugin type NDF11eHDFS serl, 10, 0 File path |P"h0me/epics/scr‘atch I
ADCore wversion 2.6, 0 test Create dir. depth IO 1] SHelo |||
Plugin version 2.6, 0 File name [test]
Array port [Nl ST Next file # iZ:L 21 Temp. suffix I:
Array address fluto increment _ves | Yes Lazy open _n=  -|lo |
Enable ¥o¥= %3, 3d, hb
Min. time [0.000 0. 000 Filename format [fs®s_%3.3d.hS Example: ZsZs_%3.3d.h5 |
Callbacks block Na = | bo Last filename /home/epice/scratch/test (20, h5
Queue size/free [0 B
Array counter P 720 Save file _Save | Read file Read | Auto save e o|lo
Array rate 197, 00 Hrite mode _Strean | Strsam  # Capture [L000 1000 7an
Execution time Z, 193 msec
Dropped arrays P 0 Capture _Start | _Ston | Delete driver file = —|lNo
# dimensions Z Mrite status
Array Size 1024 1024 ] Mrite message :
CDita tgze ;IntS Compression =lie - |Nons SHHMR Support |
o oLor mode Rzgg # data bits[ 8 SHMR supported Supported :
el 'f’atte;E s Data bits offset P 0 SHMR mode o | Off |
T_“lq”e Sac00a152, 677 SZip # pixels[lE 16 SHMR active Off :
ime stamp : Zlib levelp 6 SHMR callbacks 0 '
Attributes file | ¥
A 1lbacks _ vissbic | EEEENE Store performance e - |ies More @ |
rray ca S Store attributes ve= _|Yes
asyn record @ | Run time 0, 012
Rows per chunk 1024 I/0 speedttd. 3
|
Col hunk 1024
SEmE s e Default layout selscted Exists: I

Frames cached per chunkfp 1

Boundary alignment P 0 :
XML File name |
Boundary threshold 5536 55536 |

Flush on N'th Frameﬁ 1
Fill value 0.0 0.0




